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We Don’t Know

Because We Don’t Know How 
Black Box ML Models Work
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“The high ride height of the trailer of the truck combined with its 
positioning across the road and the rare circumstances of the 
impact caused the Model S to pass under the trailer” - Tesla



Training

Testing

Dataset

How Do we Train Deep Neural Networks?

Training with backpropagation 
to minimize the error

Discriminative model vs. Generative model
𝑝(𝑦|𝑥) 𝑝(𝑦, 𝑥)



https://news.microsoft.com/source/features/ai/azure-responsible-machine-learning/



Uncertainty & 
Calibration

Privacy

Adversarial 
Attacks

Bias & Fairness: 
Testing & Mitigation

Explainability+

OOD Detection & 
Generalization

Is That Enough?

Law & Ethics



Application 1 (NLP)
Sentence Completion & Review Generation



How Has GPT3 Been Trained? 



Social bias
(historical bias, life bias, etc.)

Algorithmic bias
(dataset bias, model bias, etc.)



Generative models in Vision



Application 2 (Robotics)
Perception to Decision-Making



source: https://www.youtube.com/watch?v=-
Q7YM8llivU

source: https://www.youtube.com/watch?v=-Q7YM8llivU
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Sources of Uncertainty

Hardware 
Limitations

Model 
Limitations

Partial 
Observability

Dynamic 
Objects 

Domain 
Shifts

Internal Sources External Sources
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Sources of Uncertainty
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During training

source: https://www.bbc.com/news/technology-40416606, https://bearclawindustries.com/dash-cam-full-hd/

At deployment
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Sources of Uncertainty

Hardware 
Limitations

Model 
Limitations

Partial 
Observability

Dynamic 
Objects 

Domain 
Shifts



Types of Uncertainties

Known Unknowns
(Aleatoric Uncertainty)

Unknown Unknowns
(Epistemic Uncertainty)

Unknowns

Epistemic Uncertainty
(missing data)

Epistemic Uncertainty
(forecasting)

Aleatoric Uncertainty
(noisy data)



Known Unknowns (a.k.a. Aleatoric Uncertainty)

Aleatoric Uncertainty
(Known Unknowns)

Learned Elevation Map



Variance

Mean

$3 billion mission!

Unknown Unknowns (a.k.a. Epistemic Uncertainty)



𝑦 = 𝑤!x + 𝑤" + ϵ

𝑓#(𝑥)

Unknown Unknowns (a.k.a. Epistemic Uncertainty)
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It’s okay to not know something.
However, we ought to know what we 

don’t know.



Application 3 (Healthcare)
Personalized Healthcare



Clinicians need to understand!

Output: 
This patient has 
hypoglycemia



Adding Glycemic and Physical Activity Metrics to a Multimodal Algorithm-Enabled Decision-Support Tool for Type 1 Diabetes Care: Keys to Implementation and Opportunities 
DP Zaharieva, R Senanayake, C Brown, B Watkins, G Loving, P Prahalad



The 3-month avg glucose (Hb1Ac) misses important events

Type 1 Diabetes
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Hypo

Severe hypo

Severe hyper

Hyper

Hypoglycemic 
event Hypoglycemic 

event

Hyperglycemic
event



Challenges

Decision-MakingModeling

Avg. Glucose Level

Continuously adjust the insulin dose (x ml)

Every 3 months

Need based

Instantaneous

Every 5 minutes

Prescribe insulin dose (x ml)



Training…



Training

Testing

Dataset

How Do we Train Deep Neural Networks?

Training with backpropagation 
to minimize the error

Discriminative model vs. Generative model
𝑝(𝑦|𝑥) 𝑝(𝑦, 𝑥)

Data

Model

Optimization

Evaluation



Why Does a Neural Network Work So Well?

1) (Non)linear regression of (non)linear regressions view
2) Manifold view

y! = activation(∑𝑤"𝑥")



Linear Regression: Problem



Linear Regression: Model



Linear Regression: Solution 1
Ordinary Least Square (OLS)



Linear Regression: Predictions/Querying



Linear Regression: Solution 2
Maximum Likelihood Estimate (MLE)



Linear Regression: Solution 3
Maximum-A-Posterior (MAP)



Linear Regression: Solution 3
Maximum-A-Posterior (MAP)



https://colah.github.io/posts/2014-03-NN-Manifolds-Topology/ 

Neural Networks: Manifolds View

activation(∑𝑤"𝑥")

https://colah.github.io/posts/2014-03-NN-Manifolds-Topology/


Metrics



Confusion Matrix



Confusion Matrix

Wikipedia article has the best summary table I’ve seen so far 



• Precision (TP/TP+FP): Accuracy of the positive predictions.
• Recall/sensitivity (TP/TP+FN): Ability to capture/retrieve all positive samples. Useful 

when missing positives is a bad thing.
• F1 score: 2	× #$%&!'!()	×	$%&,--

#$%&!'!().	$%&,--
 

• Sometimes working with precision or recall separately makes more sense than using F1 
(e.g., in a medical diagnosis, we might need to focus more on maximizing precision)

• When there is an imbalance in the number of ground truth positive and negative 
samples, F1 score will be biased

• For different classification thresholds, we can plot the precision-recall curve. Generally, if 
we decrease the classification threshold (say, from 0.5 to 0.3), TP+FP go up (something 
remotely looks like a positive will now be a positive, whether correct or not). This will 
increase fall positives (because false positives typically lie around 0.5) which will then 
decrease precision.

Precision vs. Recall

recall

pr
ec

is
io

n

Spam vs. ham 
Cancer diagnosis


