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Methods for Designing Decision Agents

• Explicit programming
• Anticipate all the different scenarios the agent might find
• Explicitly program the agent

• Through supervised learning
• It might be easier to show what to do than explicitly program E.g., Behavioral cloning

• Optimization
• Designer specifies the space of possible strategies and a performance metric
• Dynamic model should be known but not used to guide the search

• Planning
• Assumes the model of the problem dynamics is known and it is used to help guide 

the search
• Reinforcement learning

• We don’t need to know the model



Class Logistics

• Teaching team
• Communication
• Prerequisites and infrastructure
• Learning outcomes
• Assessments and grading
• Schedule

https://lens-ai-lab.github.io/CSE574_Fall23/

https://lens-ai-lab.github.io/CSE574_Fall23/


Welcome to the Laboratory for Learning Evaluation of autoNomous Systems (LENS Lab). We are 
interested in operationalizing machine learning (ML) models in autonomous systems and robots. 
We delve deeper into critical questions: 
• How can we explain black-box neural networks?

• How can we evaluate uncertainty of decisions?
• When and how do models fail? 

• Are models fair and unbiased? 

• Will a model perform effectively in new or changing environments? 
We examine these questions before, during, and after deployment. These efforts not only aid 
engineers in debugging models but also assist legislative bodies in establishing legal and ethical 
guidelines.

https:






Communication

• General Concerns: For any other concerns related to assignments 
(such as late or missed submissions), accommodations, or any other 
issues, contact the IA via email. If you do not receive a response 
within 48 hours, contact the instructor. 

• Technical Questions: For any technical questions regarding 
assignments, use Canvas. If you do not receive an answer within 48 
hours, first contact the TA via email and subsequently the instructor.

      Note: You get extra credits for participating in Canvas discussions 



Prerequisites
Highly recommended
•  CSE 471: Introduction to AI
•  CSE 475: Foundations of Machine Learning

Computing and Software
No labs. Three programming assignments and a project. 
•  A computer with Python (PyTorch) 
•  Sol/Agave supercomputer - we’ll send instructions later



Learning Outcomes

• Understand the role of planning and learning in AI-based decision-making systems 
• Explain the fundamental concepts and techniques of AI planning and machine learning 
• Analyze and compare different AI planning algorithms and approaches, highlighting their 

strengths and weaknesses 
• Design and implement AI planning and learning techniques to develop intelligent systems 

capable of adaptive decision-making 
• Stay up-to-date on recent advancements as well as challenges in AI planning and learning 

by reading and understanding research papers in the field 
• Collaborate effectively in teams to solve AI-related challenges and complete practical 

projects 
• Communicate technical concepts related to AI planning and learning clearly and 

persuasively, both in written reports and oral presentations 



Grades

• Extra credits

12 lectures
3 

assignments

1 project

Today’s 
intro.



Grades
• In-person 

• Zoom (in emergencies)

Watch live, AND

Submit a paragraph via Canvas 

before 11.59pm on Sunday

• Must attend at least 11/14 

• Extra credits



Grades
• Within 24 hours of the deadline, max 

grade = 90% of the total grade; 
• Within 24 and 72 hours of the 

deadline, max grade = 50% of the 
total grade;

• Will not be accepted after 72 hours

Note: If you do submit a late homework, 
in addition to uploading to Canvas, send 
an email to both graders and IA with the 
homework as an attachment

• Extra credits



Grades

• Extra credits

Final report:
• Within 24 hours of the deadline, max 

grade = 90% of the total grade; 
• Within 24 and 72 hours of the 

deadline, max grade = 50% of the 
total grade;

• Will not be accepted after 72 hours

Note: If you do submit the report late, in 
addition to uploading to Canvas, send an 
email to both graders and IA with the 
report as an attachment



Grades

• Extra credits

This is a 16-week ongoing project. Start 
thinking about the project today. It 
cannot be completed within just a few 
weeks. 

Final report:
• Within 24 hours of the deadline, max 

grade = 90% of the total grade; 
• Within 24 and 72 hours of the 

deadline, max grade = 50% of the 
total grade;

• Will not be accepted after 72 hours

Note: If you do submit the report late, in 
addition to uploading to Canvas, send an 
email to both graders and IA with the 
report as an attachment



Grades

• Extra credits

• Active discussion on slack, or
• Remarkable project



Schedule



Textbooks
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Different aspects of a plan

• A plan
• A sequence of actions
• A policy (state à action mapping)

• Objective/s, constraints, and preferences

• Guarantees 
- Optimality – based on some metrics (e.g., shortest path, highest expected 
value)
- Robustness – against perturbations to the environment



Terminology

• Input (sensors, symbolic/language inputs)
• Observations (fully (MDP), partially (belief state/POMDP))
• Policy (deterministic                  , stochastic.                               )
• Multiagent, collaborative (with human - explainable), hierarchical 

• Planning, control theory, exploration, learning (supervised, 
unsupervised, semi-supervised, self-supervised, reinforcement), 
operations research/optimization, scheduling, constrained 
satisfaction

𝜋: 𝑆 → 𝐴 𝜋: 𝑆×𝐴	 → [0,1]



Utility Theory

• When we make a decision there are different outcomes 𝑥 ∈ 𝑋
• Each outcome has a probability 𝑝
• Utility indicates how worth an outcome is (worthiness depends on our 

preferences). A utility function maps outcomes to a real number 
• The total utility is

• If we observe 𝑜 and take action 𝑎, we end up in state 𝑠′ with the probability 
𝑝(𝑠#|𝑜, 𝑎). Therefore, the expected utility is,

 
• A rational agent chose the action that maximizes the expected utility
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Schedule



Myopic Planning

• E.g., Bayesian Optimization

x

y

Informative path planning



Applications

Environmental monitoring

Drug discovery

The underlying process is costly to evaluate

Financial decisions
Neural architecture search



Schedule

PyTorch tutorialAssignment 1



Exploration vs exploitation

• Multi-arm bandits



Schedule



Reinforcement Learning

• No supervision/labels, just a reward
• You see the consequences of your current decision many steps later
• Active data gathering (typically non-iid)
• We’ll learn various RL algorithms

OpenAI Gym stable-baselines

https://www.gymlibrary.dev/
https://stable-baselines.readthedocs.io/en/master/


Website

https://wenlong.page/language-planner/


Video

https://sites.research.google/palm-saycan




Schedule

Robotics tutorial



Schedule



• E.g., Behavioral cloning, DAgger



Schedule



RL feedback



[OpenAI Preference Demo]

InstructGPT: an instruction-following LLM that uses PPO

https://openai.com/research/learning-from-human-preferences


Schedule





Schedule


