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Bayesian Optimization (BO)

• We want to find the global minimum of an expensive to evaluate 
function 
• We don’t know much about the function but we can evaluate it
• We don’t know about 1st and 2nd derivates. Hence, gradient methods ( e.g., 

Newton/quasi-newton method) is not possible. BO is derivative free. 
• We don’t know if the function has a special structure (e.g., convex). Hence,  

we can’t use convex optimization techniques. BO is a black-box optimization 
technique. 

• Myopic planning (i.e., one-step lookahead)
• A.k.a. surrogate optimization



Applications 



Applications 



The BO algorithm

Minimize the black-box function by taking samples
    1) stay closer to the current best (exploitation)
    2) sample from more uncertain areas (exploration)

for N iterations

   Evaluate the point to sample using the acquisition function using the dataset

   Add the new minimum to the dataset

end

PI
EI
GP-UCB



Probability of Improvement (PI)

• What is 𝑎!" 𝑥 	if 𝑥 ∈ 𝒳?
• What is the effect of &𝜇 and &𝜎 on 𝑎!" 𝑥 	?
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For now, assume an oracle 
gives us 𝜇̂ and .𝜎. Later, we’ll 
learn how to build the oracle 

using a Gaussian process.  



Expected Improvement (EI)
𝑢(𝑥) = max(𝑓∗ − 𝑓, 0)
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• What is 𝑎#" 𝑥 	if 𝑥 ∈ 𝒳?
• What is the effect of &𝜇 and &𝜎 on 𝑎#" 𝑥 	? Exploration vs. exploitation



Upper Confidence Bound (GP-UCB)
𝑎4"$567 𝑥 = 𝜇̂ + 𝛼 >𝜎

• What is 𝑎$!%&'( 𝑥  when 𝛼 → 0?
• What is 𝑎$!%&'( 𝑥  when 𝛼 → ∞
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How to estimate the uncertainty?
i.e. How to build the oracle?
• Aleatoric vs. epistemic uncertainty
• Distributions over parameters
• Bayesian neural networks – feasible?
• Gaussian processes – the good, bad, and the ugly
• Scalability with the number of points
• Choice of kernel and learning its hyperparameters



Gaussian Process (GP) for Regression

)𝜇(𝑥) = 𝑘 𝑥, 𝑋 𝐾 𝑋, 𝑋 + 𝜎!"#$%&' 𝐼 &'𝐲
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• A Bayesian non-parametric technique

• We have to learn the hyperparameters of 
the GP

• Can we work with high dimensional data?

𝑘 𝑥", 𝑥# = 𝛼#exp −
||𝑥" − 𝑥#||##

𝑙#

Gaussian process prediction

Gaussian process fitting/learning

Learning a GP means, we learn it’s hyperparameters. 
For instance, for a squared-exponential kernel,

we have to learn 𝛼# and 𝑙#.



The BO algorithm – In practice
Start with a few random points (hint: ~ 𝑑 where 𝑑 is the number of dimensions of 𝑥)

for N iterations

   Fit the GP with the current set of samples 

   Evaluate the point to sample using the acquisition function and fitted GP’s +𝜇 and +𝜎 

   Append the dataset with the new sample/minimum

   (hint: Once in a while append the dataset with a random sample for better exploration)

end

• It’s challenging when, say, 𝑑 > 30
• If we know the black-box model has sharp transitions, then we can use a Mattern 

kernel 



Other topics

• Is BO just an infinite-arm (every x) bandit? 
• Multi-fidelity BO
• Multi-objective BO
• Multi-task BO
• Parallel BO
• Constrained BO
• Submodular optimization
• Theoretical aspects
• E.g., Using GP-UCB, we can show that it can achieve the global optimum 




